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Chapter 1.0: Google Earth Engine (GEE)

1.1 Platform Overview

Google Earth Engine (GEE) is a cloud-based platform for processing geospatial data, that
enables environmental monitoring and analysis on a large scale (Gorelick et al., 2017). Since
its release in 2010, GEE has been freely accessible for academic and research purposes,
offering allocated quotas for commercial applications (Waleed & Sajjad, 2023). The GEE
platform offers extensive capabilities, including (Figure 1):

e Accessing large amounts of remote sensing data that is publicly available that reaches
to petabyte scale and pre-processed data products providing access for over 40 years of
satellite datasets via an interactive explorer web application.

e High-performance machine learning (ML) algorithms and parallel computing
leveraging Google's powerful computational network.

e A comprehensive Application Programming Interfaces (APIs) library that is compatible
with widely used programming languages like JavaScript and Python.

e The browser-based Integrated Development Environment (IDE) in Google Earth
Engine (GEE) eliminates the need for software installation or maintenance, providing
a fully online platform for geospatial analysis.

GOOGLE EARTH ENGINE PLATFORM OVERVIEW

®

An exhaustive catalog of

remote sensing datasets,
including multispectral, radar,
aerial, climate, land cover, and
vector.

+ 70 petabytes, growing daily
+ ~1Petabyte /month added
+ =900 datasets

» ~100 datasets / year added

Colocated data storage
+ computation

« Large pool of servers,

co-located with data

o Mlows for cloud-based

distributed computing

« 500 Million CPU hours /

year

JavaScript and Python API

+ Javascript: Web-based IDE
for interactive analysis

+ Python: Interactive and
collaborative Jupyter
Notebook environment via
Google Colab

No software to download

or keep up to date. All you

need is a modest internet
connection.

‘-; ‘ _ | . \
F - lavascript IDE

GlobCover Elevation

JSP

Python IDE

Fig. 1 Overview of Google Earth Engine Platform

The catalog largely consists of remote sensing imagery from Earth observation missions,
notably the full Landsat archive and the complete datasets of Sentinel-1 and 2. Additionally, it
encompasses datasets of climate prediction and forecast, land use and cover data, and various
geophysical, atmospheric, and socio-economic (Tamiminia et al., 2020). These datasets get
updated continuously with nearly 6,000 new scenes that get added daily from ongoing and
active missions, with an average delay of 24 hours post-acquisition (Gorelick et al., 2017).
Users based on their requirements may also request for the extension of the latest datasets to
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the public domain or can also upload their data, accessible through command-line tools or
browser-based, with options that can be shared with other groups or different users.

Satellite Imagery Your Algorithms. Real World Applications

Fig. 2 Core components of Google Earth Engine Platform (Source:
https://developers.google.com/earth-engine)

Apart from its extensive data catalog, a notable advantage of Google Earth Engine (GEE) is its
robust system architecture. Google Earth Engine runs on powerful technology from Google’s
data systems. It uses tools to manage lots of computers working together, store data across
different places, and process multiple tasks at the same time to get things done faster (Gorelick
etal., 2017). This design allows users to leverage GEE’s extensive library of nearly a thousand
functions, spanning from simple algebraic operations to complex geostatistical, image
processing, and machine learning algorithms. The Figure 2 illustrates the core components of
Google Earth Engine (GEE), highlighting its integration of satellite imagery, user-defined
algorithms, and real-world applications.

1.2 Applications of GEE

Google Earth Engine (GEE) is invaluable for its ability to significantly reduce analysis time
by utilizing Google's powerful computing infrastructure, enabling researchers to perform tasks
that were previously unfeasible by running computations across thousands of machines. With
access to petabytes of data, GEE facilitates efficient large-scale analyses. Its advanced features,
such as tools for cloud and haze removal, streamline image pre-processing, enhancing both
usability and precision. Moreover, GEE fosters collaboration and standardization by offering a
unified platform for global data analysis, enabling shared research efforts and consistent
methodologies across diverse scientific disciplines.

It provides a robust platform for advanced spatial analysis, empowering researchers to address
diverse challenges across multiple scientific disciplines (Figure 3). Its extensive analytical
capabilities enable the integration and exploration of a wide array of geospatial datasets,
supporting the development of innovative solutions to pressing global issues (Velastegui-
Montoya et al., 2023). GEE is pivotal in facilitating real-time monitoring of deforestation,
forecasting droughts, assessing climate change impacts, and responding rapidly to natural
disasters (Amani et al., 2020). Furthermore, it contributes to disease control through spatial
analytics, enhances food security by tracking crop health, and advances sustainability through
urban planning and environmental assessments.

In addition, GEE plays a crucial role in addressing land use changes and deforestation, both of
which place significant stress on forest ecosystems, essential for water regulation and soil
stabilization (Suryawanshi et al., 2023; Singh et al., 2024). The advent and availability of
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advanced sensors and satellite products have further escalated the complexity of processing
and interpreting vast spatial datasets, presenting new challenges and opportunities for
researchers (Suryawanshi et al., 2021, Wangchu et al., 2024).

orestag;,
oe( tio, n
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Fig. 3 Applications and utilities of Google Earth Engine

Pros and Cons of Google Earth Engine

ok Ml Conew

No downloading or local

storage of imagery Some programming required

Dependent on an internet

Access to petabytes of data -
connection

. Primary focus on raster-based
Google computing power

imagery
Advanced raster processing Lack of mature and detailed
tools documentation

Limited to 250 GBs of user data

Sharable codes and scripts
upload

Fig. 4 Pro and cons of GEE

The pros and cons of Google Earth Engine (GEE) highlight both its strengths and limitations
as a platform for large-scale geospatial analysis (Figure 4). On the positive side, GEE offers
unparalleled access to vast datasets without the need for local storage, backed by Google's
powerful computing infrastructure. Its advanced raster processing tools and ability to share
codes and scripts make it a highly collaborative platform. However, the platform has some
challenges, such as requiring programming skills, reliance on an internet connection, a primary

3
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focus on raster-based imagery, and limited user data uploads. Despite these drawbacks, GEE
remains a valuable tool for researchers and practitioners in various fields.

1.3 How does it Work?

Google Earth Engine (GEE) is designed to democratize extensive-scale geospatial data analysis
through its accessible, web-based platform. The registration process is straightforward, and
once your account is verified, you gain access to GEE's powerful tools for satellite image
analysis and visualization. With a simple sign-in process and free access, GEE is an ideal
resource for researchers and professionals looking to explore spatiotemporal datasets, such as
those used for analyzing Land Use and Land Cover (LULC) changes. To begin with Google
Earth Engine, the steps are to be done:

Step 1: Visit the Google Earth Engine Website
o Go to the official GEE website at https://earthengine.google.org.

Step 2: Navigate to the Sign-Up Page

« On the homepage, click on ""Get Started™ or navigate to the **Sign Up** section.

% earthengine.google. E
Google Earth Engine ; - l:]

Starting November 13, 2024, all Earth Engine access will require a Cloud project. We will be lim: fi ccounts without Cloud projects startir mber 16, 2024

A planetary-scale platform for Earth(f
science data & analysis

Powered by Google's cloud infrastructure

P Watch Video ‘

Step 3: Get started using Earth Engine

* On the Product Registration page, select whether to register a Non-commercial or
Commercial Cloud project.

 Next, specify your intended use of Earth Engine by selecting either Paid or Unpaid usage,
depending on your requirements, and click “Next”. For instance, we selected “Unpaid usage”
under the “Academia & Research” category. Ensure that you choose the option that best aligns
with your specific use case.
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, _ How do you want to use Earth Engine?
Get started using Earth Engine

() Paid usage
Earth Engine, Google's geospatial science platform in Google Cloud, Commercial businesses, govermment operations. See
is available for paid commercial use and remains free for academic examples

and research use. Learn more about Google Cloud projects
(0) Unpaid usage

Let's get sarted: Non-profits, education, government research, training, media.
See examples

N Academia & Research v

e
—"’i Register a Noncommercial or Commercial Cloud project )

)

iease note: If you will be accessing Earth Engine as a customer of a Google

Cloud Platform reseller, please contact your reseller for terms and pricing

governing your use of Earth Engine

Have an existing project? Click here to go to the Code Editor
BACK

All users should register using a Cloud project. Learn more

Your information here is subject to Google Cloud's Privacy Policy

Step 4: Create a new Google Cloud Project

In the following dialog, select “Create a new Google Cloud Project”. For the
“Organization” field, choose “No0 organization” and then provide a unique Project ID.
After entering the ID, click “Continue to Summary”.

If you are leveraging Google Cloud for the first time, you may encounter an error message
that will ask you to accept the agreements of Cloud Terms of Service before starting a new
project. If prompted, click the provided link to open the Google Cloud Console and accept
the terms.

@ Create a new Google Cloud Project
rganizatior

Mo arganization -

Earth Engine Default Project

Choose a name 1o help you identify the Cloud Project

() Choose an existing Google Cloud Project

BACK CONTINUE TO SUMMARY

o You must accept thg Cloud Terms of Service pefore a Cloud Project can be created.

Step 5: Confirm your Cloud project information

A summary of your project details will appear in the "Confirm your Cloud project
information" dialog. Carefully review the information, then click “Confirm”.

5
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e Once the project is successfully registered, you will be redirected to the Code Editor. If
this does not happen automatically, you can manually access the Code Editor by visiting

https://code.earthengine.google.com/.

Confirm your Cloud Project information

Project usage /
e v —

Project info

£8- Ymp—— /
Earth Engine Default Project

BACK

CONFIRM

H

9

Project ee-sypmiiisailagee is registered.

OPEN IN CODE EDITOR

Step 6: The code editor will now display details about the linked project

GOOgle Earth Engine Q, Search places and datasets...

BTSN Docs  Assets
>

Filter scripts... =1
» Owner
» Writer
» Reader (2)
~ Archive
No accessible repositories. Click Refreshto
check again.

» Examples

B H  commmtiice &
wdgmail.com l
Sign out

wgee
Project Info
Change Cloud Project

Register a new Cloud Project

Done! You are now set to begin utilizing your Earth Engine account with a Cloud Project.

1.4 Introduction to the code editor

The Google Earth Engine Code Editor is a robust web-based framework that enables users to
write JavaScript code for the analysis of geospatial data. It facilitates seamless access to
Google’s extensive datasets, streamlines the processing of satellite imagery, and offers a range

of tools for visualization and data export.
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Your Descriptions  Raster data Search for datasets to import Check out features (e.g. values from
JavaScript of different you've uploaded e the different layers of your analyses)
H H H “, ” //
script files functions as “assets 7 Your code!
N /’ T &
\ = Search places and datasets. oip ~  gndaskalova ~
~Go gl,é Earfh/Engfwe arch place jatase = e | pee

Scripts
& 01 Add ALOS DEM to the map
Dropping ¥ BioTIME Modis
pp g & BioTIME_app
POINtS, & caimgorms.forest_change
: : T ConSci_Forest_Change

drawmg lines I ConSci_Forest_Change2
and polygons & consci_Forest.ch

\ & MODIS2

\ & MODIS_crops

IS TS TN NS B G spector R Tesks |
® Use print(...) to write to this console.

| \\

\ Outputs of code ™

N
Run your code you've ran -

Any expérts -eJg,
2017.v1.5) csv files, geoTIFFs
appear as “tasks”

& MODIS_working
Moving & MODIS_working_LPD
abandonment

around abandonment._trials
the map \ Ribg fisid
n e -/ geometry (1 i B rontdawing. &  Bxt Fintand Layers Map Satelite U

conada
Zooming  +
inandout -

nnnnnnnnnnn

Just dropped a point here The different layers from
around Edinburgh Map / output of your analyses your analyses

As illustrated in the image, the left panel includes the Scripts, Docs, and Assets tabs, which
facilitate the management of code and data. The central section is used for writing codes, where
you may write and then execute scripts, while the results are shown in the Map Viewer placed
below. On the right side, the Inspector/Console presents outputs from the executed code, and
the Tasks tab oversees data exports. This web-based editor enhances the efficiency of
spatiotemporal assessments, such as analyzing Land Use and Land Cover (LULC) changes
within a specific region, by harnessing the cloud processing capabilities of Google Earth

Engine.

1.4.1 Script Sharing

In Google Earth Engine, the process of sharing scripts is straightforward, fostering
collaboration and providing easy access to geospatial analyses. By creating a shareable link,
users can distribute their scripts, allowing others to execute, modify, or review the code directly
within their own Code Editor. This functionality enhances teamwork and promotes knowledge
exchange across various projects. To share a script in Google Earth Engine, follow these steps:

« Open the script you wish to share in the section in Code Editor.
* Click the "Get Link™ button located at the top of the editor.
* A shareable link will be generated; copy this link.

« Send the link to anyone you would like to share the script with.
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& Secure tp X ine.google.com/232f300373b96d22696796c7b06348a
bokmarks [ webmail [} Savé Beley A& Library [ Reviewer dashboar Edinburgh Python funding data Earth Engine TimeSeries GULLS Ecolnf conf
Farth Engine Searci™aces and datasets n
Landsat5July i ; o =
L.andsat5SNDVI_oops 3 //add iew to SAn Francisco. first line has two func
| LSNDVI chart 4 //Mg oo’
el
6
rean-NDViofFolyoFeatureTable 7 ond parameter describing how image should be visui

re collection tutorial 8 00'),

PlTutoriall 9 / 13

lenForest i‘:

uting_stats_with_features 12 m ti i 1
ing_pixels_in_ROI 13 P

bola 14 //by

lb_Explore_MODIS iz

b_NDVI_2007L5_Code 17 Ma .44 i
p_NDVI_2012L8_Code - 18 »

1.4.2 Client vs. Server object

Earth Engine client libraries for Python and JavaScript facilitate the translation of intricate
geospatial analyses into requests for Earth Engine. The code written for a client library may
encompass a blend of references to client-side objects and variables that denote server-side
objects.

e “Client-side” refers to actions executed on the user's (the client’s) computer.
e The user platform components within your Code Editor, such as the Drawing Tools and
Map View, are classified as 'client-side' elements, as they operate within the browser.

’m Get Link vI Save v. Run vI Reset vI Apps E 1[5 =G Console [MER 6

1 var A = 50; Use print(...) to
2 var B = 60; © write to this
3 . console.
4 wvar C = A+B; :
5
ib print(C) 116

e “Server-side” variables denotes that the action is performed on a web server.

e Conversely, image collections, feature collections, and calculations on Earth Engine objects
are categorized as 'server-side' elements, executing within Google's data centres. It is
important to note that these two types of objects cannot be mixed.

VRS W  GetlLink (115wl Console (MEE &
1 var A = ee.Number(50); Use print(...) to
2 var B = ee.Number(60); write to this
8 console.
4 wvar C = A.add(B);
5
i 6 print(C) 110

To alter client-side entities into server-side, you need to utilize the relevant API functions,
which are prefixed with “ee.”, like “ee.Date()” and “ee.Image()”. Conversely, to transform
server-side entities into client-side entities, you may invoke the “getInfo()” method on an Earth
Engine entities.
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1.4.3 What can you do in Earth Engine?

In Google Earth Engine (GEE), you can perform a wide array of advanced geospatial analyses
as mentioned in the following (Table 1):

Table 1. Possible analysis processes and their functions in GEE

Analysis Process Functions

Image Processing Map Algebra, Kernels and Convolutions, Spectral
Unmixing, Pan-sharpening, Gap Filling, Data Fusion

Vector Processing Zonal Statistics, Spatial Joins, Spatial Query etc.

Terrain Processing Slope, Aspect, Hillshade, Hill Shadow Analysis

Time Series Analysis Extract Time-Series, Trend Analysis, Time-Series

Smoothing, Temporal Segmentation etc.
Object-based Image Analysis GLCM, Texture, Hotspots etc.

Change Detection Spectral Distance, Change Classification, Class
Transitions

Machine Learning Supervised and Unsupervised Classification, Linear
Regression, Principal Components Analysis etc.

Deep Learning DNN, Object Detection etc. via TensorFlow

1.4.4 What you cannot do in Earth Engine?

While Google Earth Engine (GEE) is a robust framework for performing geospatial analysis,
there are certain limitations to its capabilities (Table 2). Some tasks require external tools or
software to complement GEE's functionality:

Table 2. Analysis processes cannot perform in GEE

Analysis Process Functions

Create Cartographic Outputs Have to use the GEE
Plugin in QGIS to
create maps

3D visualization and analysis N/A

Run Hydrological models (e.g., Rainfall-runoff modelling) and N/A

analyses (e.g., watershed delineation, fill depression)

Photogrammetry (e.g., Orthorectification, Point-Clouds) N/A

LIDAR processing N/A

SAR Interferometry (Earth Engine does not support images with N/A

complex values)

1.5 The Earth engine public data catalog

The Earth Engine public data catalog is a huge collection of geospatial datasets, totaling
multiple petabytes, that many users rely on. It primarily consists of Earth-observing remote
sensing images, including the entire Landsat archive and all data from Sentinel-1 and Sentinel-
2. Besides that, it offers climate forecasts, land cover information, and a variety of other
datasets related to the environment, geophysics, and socio-economic factors (Table 3).

Earth Engine uses a simple data model based on 2D raster bands stored in lightweight "image"
containers. Each pixel in a band needs to be consistent in data type, resolution, and projection.
However, images can have multiple bands that don’t necessarily have to match in these aspects.
Each image can also come with key/value metadata, which provides important details about
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where and when the image was captured and the conditions under which it was collected or
processed.

Table 3. Commonly utilized datasets within the Earth Engine data catalog

Datasets Spatial Temporal Data availability
Resolution  Resolution in GEE
Sentinel
Sentinel-1 10 6 days 2014 - present
Sentinel-2 10/20m 5 days 2015 - present
Landsat
Landsat-8 30m 16 days 2013 - present
Landsat-7 30m 16 days 2000 - present
Landsat-5 30m 16 days 1984 - 2012
Landsat — 4 - 8 30m 16 days 1984 - present
MODIS
MODO08 1° 1 day 2000 - Present
MODO09 500 m 1day/8day 2000 - Present
MOD10 500 m lday 2000 - Present
MOD11 1000 m 1day/8day 2000 - Present
MOD12 500 m Annual 2000 - Present
Topography
SRTM 30m Single 2000
GTOPO30 30" Single Multiple
Landcover
GlobCover 300m Non-periodic 2009
JRC global surface water 30m Monthly 1984-2015
USGS National Landcover 30m Non-periodic 1992-2011
USDA NASS cropland data 30m Annual 1997-2015
Weather, Precipitation & atmosphere
CHIRPS 5 km 5 days 1981 - Present
GPM 11 km 3 hours 2014 - present
TRMM 27 km 3 hours 1998 - 2015
GLDAS 0.25° 3 hours 2000 - Present
Population
WorldPop 100m Syear 2010-2015

Source: Gorelick et al. (2017) & https://developers.google.com/earth-engine/datasets/

1.6 Filtering and Displaying Data

In this section, we will walk through a step-by-step tutorial on key operations in Google Earth
Engine (GEE) for analyzing and visualizing satellite imagery. The tutorial will cover essential
tasks such as filtering and displaying satellite images from Landsat datasets, importing raster
and vector data, and performing calculations like clipping, reducing, and displaying data.
Additionally, you will learn how to remove cloud cover from satellite images, calculate
important spectral indices (e.g. NDVI, and NDWI), and enhance your maps with legends and
titles to make your visualizations more informative and complete.

1.6.1 Data Importing Process in Google Earth Engine

10
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In Google Earth Engine (GEE), you can import data using two main methods: via the Data
Catalog or through Assets. Here's a brief explanation of both methods:

Method 1: Importing Data from the Data Catalog:
The Data Catalog in GEE contains numerous publicly available datasets, that include satellite
data, atmosphere data, land use and land cover maps, and many more.

Step 1: Open the Data Catalog:
e In Code Editor, click on the "Search™ option to browse the datasets that are already
available in the Google Earth Engine public data catalog.

Step 2: Search for a Dataset:
e You can search for Landsat, Sentinel, MODIS or any other dataset, for example,
Landsat 8 data is used here.

v % NewScript - Earth Engine Code X = 0 X

< c 25 code.earthengine.google.co.in
Google Earth Engine | Q_ Landsatd

57T Docs  Assets |

Filte pt (9]

~ Owner (1)
~ users/nishthashamagat/spat...

USGS Landsat 8 Collect

USGS Landsat 8 Cc
USGS Landsat 8 Cc
USGS Landsat 8 Le:

USGS Landsat 8 Level 2, Collection 2, Tier 2

- s more » v
0 9 s SouthKorea  guared M
- Syha ’ A - Yellow Sea KR g
] sea & China S Tokvo
+ B Lebanon Afghanistan ik L
o Iraq Shanghai
= Israel » Iran e Chongg g
hongain
@ Jordan Pakistan 28 UK .D}q 2 [East Ching Ses.
cairo ~Kuwalt e ) ]
o o Nepal.. oy
Libya Egyp Riyadh " @ n o |Bhutan o
L) Jalpur 08 o i =it
=9 United Arab g e R Shenzhen b
Usddan SaudiArabia  EMirates India G S s e Taiwan
°2." a + Myanmar | Hanoi &
Ao 8ba Oman. Mimbai s ®urma)_ 7 LS
S piyderabod ~~ TLaos” Philippine Sea
Fooers % I~
Sud: N
Chad = Eritrea Yomen Ehte 44, [ratiard Yo Ol Manila
Bengalury, Bay of Bangal Bangkokg pYistnay £,
DjiboCNGIAE Avablon Ses Sortetac”  enonnal ARIMMMIMAE - Cambodia Philippines
Hbolg "7 Qizestement Andaman Sea L Ho Chi
% ot Minh City
Ethiopla p alan A
Central South Sudan Sri Lanka
;’"C:I’_' \ Laceadivo Sea oo
epublic. alaysia
Google i % Kunlahumpm v

Step 3: Select and Import the Dataset:
e Click on the dataset you want and hit the “Import” button. This will load the dataset as
an ee.ImageCollection in your code editor. Same process will be use to import any
vector dataset.

11
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v & NewScript - Earth Engine Code X + - o0 X

€ G % codeearthenginegoogle.coin 7 O &0

USGS Landsat 8 Collection 2 Tier 1 TOA Reflectance

DESCRIPTION ~ BANDS  IMAGE PROPERTIES  TERMS OF USE

Landsat 8 Collection 2 Tier 1 calibrated top-of-atmosphere (TOA) reflectance. Calibration
coefficients are extracted from the image metadata. See Chander et al. (2009) for details on
the TOA computation.

Landsat scenes with the highest available data quality are placed into Tier 1 and are
suitable for ies analysis. Tier 1 includes Level-1 Precision
Terrain (L1TP) p data that have well i y and are inter-
calibrated across the different Landsat sensors. The georegistration of Tier 1 scenes will be
and within [<=12 m root mean square error (RMSE)). All Tier

Dataset Availability
2013-03-18T15:58:14 -
Dataset Provider

1 Landsat data can be considered consistent and inter-calibrated (regardless of sensor)
across the full collection. See more information in the USGS docs

USGS/Google The T1_RT collection contains both Tier 1 and Real-Time (RT) assets. Newly-acquired
Collection Snippet O Landsat 7 ETM+ and Landsat 8 OLI/TIRS data are processed upon downlink but use
ee. ImageCollection("LANDSAT/Lcog/ Ppredicted ephemeris, initial bumper mode parameters, or initial TIRS line of sight model
C02/T1_TOA") parameters. The data is placed in the Real-Time tier and made available for immediate
See example download. Once the data have been reprocessed with definitive ephemeris, updated bumper
Tags mode parameters and refined TIRS parameters, the products are transitioned to either Tier 1
or Tier 2 and removed from the Real-Time tier. The transition delay from Real-Time to Tier 1
c2  global  landsat  toa

or Tier 2 is between 14 and 26 days
usas

Method 2: Steps to importing Data from the Assets:
Step 1: Navigate “Assets” button in code editor

e Click on the "Assets" tab.
Step 2: Click “New” button to upload data

e Click the "New" button, then choose whether to upload an image (raster), table (vector),
or other supported data types.

~ & Mew Script - Earth Engine Code X =+

€ = C 25 codeearthengine.google.coin

Google Earth

Q. Landsat8

e . T T W= 1= 1=
m () AmaprosecT ot

Image Upload

GeoTIFF (.tif, .tiff) or TFRecord (.tfrecord + .json) } RaSteI’ Data Upload

Table Upload

Shape files (.shp, .shx, .dbf, .prj, or .zip) VeCtOI’ Data Upload

i q Pt S galjlmsmnw
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1.6.2 Data Filtering and visualization
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In Google Earth Engine (GEE), data filtering and visualization are essential steps for narrowing
down datasets and displaying them effectively. Here’s a breakdown of key functions used for
these purposes:

» Data Filtering Functions

« filterBounds(geometry): Filters datasets based on a specific geographic boundary. The
geometry argument can be a point, line, polygon, or other geometric shape.

o filterDate(start, end): Filters datasets by date range. This function narrows down
temporal datasets (like satellite imagery) within a specified period.

o filter(ee.Filter.eq(property, value)): Filters datasets based on a property and its value.
For example, it can be used to filter images with specific cloud cover percentages or
certain land use types.

« filterMetadata(name, operator, value): Similar to filter(), but this is more specialized
for filtering datasets based on metadata fields (e.g., cloud cover or land cover type).

v % “bulletin- Earth Engine Code £ X+ - 8 X

¢ G % codeearthengine.google.coin Qv O 0 :
Go g|e Earth Engme Q  Search ee-nishthasharnagat ;
1 e on of interest (ROI Use print(...) to write to this console.
*) 2 var roi = ee. Geometry Point([77 .L 1) Example: Bangalore, India
. 3
0wner(1)» 4 oad the Landsat 8 collection Filtered Landsat 8 Collect.. json
users/nishthas... 5 var landsats ee. !mage(ollectxon( DSAT/LC@8/C82/T1_TOA"); » ImageCollection LANDSAT/L..
» Part_01 6
i MODIS_LULC 7 s
8 = landsat8

I Practice

I Resampling_ 10
B WALU_2 11 5);
| WALU_PREP 12
Eb 13 s
. 14 n:', filteredlLandsat);
& water_mappi.. i15
~ Writer i 16
Sng\;mogga Chitradurga s,
2333
O 9 7, Tirupati . Map Satel
BKHHS
Udupi — chikkama 2 ra
galuru
. DS o35 o Chennai L
- Mangaluru Vellore: Q""gmm
dmrfowad: Geusuriy
W o
Kanchipuram
STEHFILTLD
Tiruvannamalai
i\@mafmmnmmm
Kannu‘r5 et
uducherry
Chetlat, SR unesngsGef PUDUCHERRY,
Google 2y -
e : Or AN AARDIL Keyboard shortcuts = Map data ©2024 | 50 km L | Terms

> Data Visualization Functions

e Map.addLayer(image, visParams, name): Adds an image layer to the map for
visualization. The visParams argument controls the display settings (e.g., bands to
display, color scales).

e Map.centerObject(object, zoom): Centers the map view on a specific object, like a
point or an image, at a certain zoom level.

e Map.setCenter(lon, lat, zoom): Directly sets the map's center coordinates and zoom
level.

e image.visualize(): Converts an image into an RGB or grayscale visualization, with
parameters like min, max, palette, etc.
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e Map.addLegend() (custom): Though GEE does not have a built-in legend function,
custom legends can be added using JavaScript/HTML elements. A legend provides
context for map colours.

These functions help refine data selection and visually represent results for clearer analysis.

v W ‘*bulletin - Earth Engine Code £ X © NewTab X  + - A X

. C % codeearthengine.google.coin Q% O o :

5 o
qQ cenishthashamagat &

Gettink_<J] sove . wn ] fesct < | hows El g Console i)
—— « Useprint(...) towr nsole

Google Earth Engine

31+ functic

* Owner (1)
~ users/nishthasharnagat/spatialT.

Hbull
Rwater_mapping
~ Writer

» Reader (6)
~ Archive

~ Examples

Hon B
Mangaluru Map
orided)

o

ﬂﬂﬂﬂﬂﬂ

Legend - True Color Bands

Bd]

Kanhannad

1.6.3 Calculation of Spectral Indices

Calculating various indices using remote sensing data is essential for using land cover, crop
health, and water resources. In Earth Engine (EE), the application of normalized difference
indices enables researchers to get useful and important information from satellite images. The
provided code snippet illustrates the calculation of several important indices, including the
Normalized Difference Vegetation Index (NDVI), Normalized Difference Snow Index (NDSI),
Normalized Difference Water Index (NDWI), Modified Soil Adjusted Vegetation Index
(MSAVI), and the Modified Normalized Difference Water Index (MNDWI). Each index is
computed using specific spectral bands, which are normalized to highlight particular features
within the study area. The resulting layers are then visualized on the map, providing insights
into the spatial distribution of vegetation, water, and snow cover, which are crucial for
environmental monitoring and land management practices.
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v 4 *bulletin - Earth Engine CodeE X @) NewTab X+ - o X
€ 3 G % codeearthengine.googlecoin @ N} o
Google Earth Engine Q. Search places and datasets... © M cenishthashamagat 3
Filter s (,'J ~ Useprint(...) towrite to this console.

9! // alculate Indices
~ Owner (1) 99 var ndvi = image.normalizedDifference([ 85", 'B4"]).rename('MOVI'); // NDVI (NIR, Red)

Filtered Landsat 8 Collection: JSON

~ users/nishthashar... 188 var ndwi llage.norma]lledD]ffEran(e([‘B}', *B5"]).rename( " NDWI' /I NDWL (Green, NIR) i
« Par 01 161 var ndsi = image.normalizeddifference(['83', 'B6']).rename('NDSI'); // NDST (Green, SHIR1) » ImageCollection LANDSAT/LCB8/CO.. Json
102 var mndwi = image.normalizedDifference(['B3’, 'B6']).rename('MNDHI'); // MHDWI (Green, SWIR1)
B 01_Hello_Wo.. 183  var msavi = image. expressmn(
W02 Image C.. 184+ ((2 * NIR + 1) lsqrf(:('l ) HIR + 1) ** 2 - 8 * (NIR - Red))) / 2", {
o 105 "NIR': image.select('s5'),

.03,FI|IEI’I!‘IQJ._ 106 "Red": imge.sele(t('ad

104 Mosaics_... 107 }).rename('MSAVI'); // MSAVI formula

B05_FeatureC.. 108

1 06_Clip_and_. 109 // visualization parameters

o 116~ var visparams = {
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B 08_Import E... 12 max: 1,

i WALU_DATA... 13 palette: ['white', ‘blue’, 'green']

14 };
1] MOD\_S,LULC 115
B Practice 116 // Add layers to the map
B Resampling_Ra.. 117 map.centerobject(roi, 10); // Center the map on the ROT
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= 118 Map.addLayer(ndwi, visParams, "NDWI');
B WALU_PREP 120 Map.addLayer(ndsi, visParams, 'NDSI');
[ bulletin GO 121 Map.addLayer(mndwi, visParams, 'MNDWI');
Iwaler,mapping gg Map.addLayer(msavi, visParams, "MSAVI');
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Chapter 2.0: Machine Learning
2.1 Overview of ML in GEE

ML that falls under one of the components of artificial intelligence (Al) highlights on
developing algorithms that enable ML models to take decisions or predictions based on data
(Huang and Jensen, 1997; Maxwell et al., 2018). These approaches have proven effective for
processing remotely sensed data and constitute a fundamental component of the computational
algorithms employed by the Google Earth Engine (GEE) platform. The integration of process-
oriented computational tuning tools by Google aims to streamline workflows, reducing the
need for offline processing (Schulz et al., 2018; Zhou et al., 2020).

ML algorithms are trained using labelled, unlabelled, or hybrid datasets, whereby the specific
data requirements for a task inform the type of machine learning model developed (Alnuaimi
& Albaldawi, 2024). Broadly, ML is categorized in three types: unsupervised learning,
supervised learning, and reinforcement learning. Each of these approaches is applied in various
contexts and with diverse datasets. Figure 5 illustrates the classification of machine learning
algorithms.

Machine Learning (ML)
Supervised Learning Unsupervised Learning Reinforced Learning
o Labeled data o Data is not labeled o Data in the form of
o Guessing the correct answers rewards and penalties
Regression Classification Clustering

Fig. 5 Classification of Machine Learning Algorithm

2.1.1 Common terminology involved in Machine Learning (GIS)

Labeled data: This refers to datasets comprising a collection of training examples, where each
example is represented as a pair containing an input and its corresponding desired output value,
incorporating both attributes and labels.

Classification: The objective of many machine learning projects is to predict discrete values,
such as True or False, 1 or 0, or categories like Forest or Not Forest.

Regression: This type of ML project aims to forecast continuous values, such as the percentage
of land cover.

Clustering: This is an unsupervised ML technique designed to group unlabelled examples
depending on their similarities. When examples are labeled, this process is referred to as
classification.
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2.2 What is a classifier?

A classifier is an algorithm that categorizes data points (pixels) into predefined classes based
on their attributes. In Google Earth Engine (GEE), classifiers are utilized to classify satellite
imagery into meaningful (LULC) types. Algorithms responsible for executing the classification
of data are called classifiers. There are two primary types of classifiers:

e Binary Classifier: Used when the classification problem presents only two possible
outcomes. Examples include YES or NO, MALE or FEMALE, CAT or DOG, SPAM or
NOT SPAM, and.

e Multi-class Classifier: Used when a classification involves more than two possible
outcomes. This may include the classification of crop types, the categorization of music
genres, and LULC classification.

2.3 Supervised Learning

Supervised learning (SL) is an ML paradigm that utilizes labelled datasets to train a system to
predict outcomes based on its prior training. This approach closely resembles human learning,
where an instructor guides the learner using specific examples to derive broader principles
(Alnuaimi & Albaldawi, 2024).

— Supervisor —_—

Input Raw Data Training Desired

Datasets Output

Algorithm Processing —

Fig. 6 General overview of supervised ML technique

In the context of land classification, this machine learning technique employs ground truth
examples to train a model to distinguish between different classes. Google Earth Engine's
integrated supervised classifiers facilitate this process. Figure 6 illustrates the general overview
of the supervised ML technigue. Here are some key points related to supervised ML technique:
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e Input Data: The data in supervised learning includes both input features and labeled
output. For example, in a house price prediction model, the features could be square
footage, location, etc., while the output is the price.

e When to Use: Supervised learning is suitable when you have clear labels and outcomes
you are trying to predict. It is used in scenarios where the output is known and can be
used to train the model.

e Nature of Problem: Commonly used for regression (for predicting continuous
outcomes) and classification (categorizing data into specific labels or classes).

e Goal: The goal is to train the model on labeled data that is used for making correct
predictions for unseen data. For instance, predicting whether an email is spam based on
training data labeled as "spam™ or "not spam."

e Output: The model provides predicted labels based on the input data.

e Associated Algorithms: Algorithms mainly include Linear Regression, Support
Vector Machines (SVM), Logistic Regression, and K-Nearest Neighbors (KNN), each
suited for different types of regression and classification problems.

e Proximity to Al: Supervised learning is further from Al, as it relies more on human-
labeled data, making it less autonomous in finding patterns compared to other learning
types like unsupervised learning.

e Drawbacks: The major drawback is the requirement for a large number of labelled
datasets, which can be time-consuming and expensive. Training can also be slow and
resource-intensive.

e Expected Accuracy: Models trained using supervised learning can achieve high
accuracy because they are provided with clear examples during training. This is why it
is widely used in high-stakes tasks like medical diagnosis or financial predictions.

2.4 Unsupervised Learning

Unsupervised learning entails training a machine using only input samples or labels, without
any prior knowledge of the output. This method enables the discovery of patterns within the
data and the formation of its own data clusters. It is particularly beneficial for identifying
unknown patterns, such as in recommendation engines utilized by online retailers, which often
employ unsupervised machine learning techniques, specifically clustering (Alnuaimi &
Albaldawi, 2024).
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Input Raw Data Output
—
— ' | >
Algorithm SN

Fig. 7 General overview of unsupervised ML technique

In unsupervised classification, the training algorithm operates without any ground truth
examples. Instead, it arranges the available data based on inherent differences among the data
points into clusters. Google Earth Engine's unsupervised classifiers are particularly
advantageous in situations where ground truth data is absent, when the final number of classes
is unknown, or when rapid experimentation is required. The “ee.Clusterer’ package facilitates
unsupervised classification (or clustering) within Earth Engine, employing algorithms that
align with those found in Weka. Figure 7 provides a general overview of the unsupervised
machine learning technique. Below are some key points related to this approach:

Input Data: The data used in unsupervised learning is unstructured and unlabeled,
meaning the model has no predefined output to learn from. For example, a dataset
containing customer purchase history without any categorization.

When to Use: Unsupervised learning is of extreme use when you don’t have clear
labels or when you're looking to explore the underlying structure of the data. It's ideal
when the outcome or the nature of the desired result is unknown.

Nature of Problems: The most common problems tackled using unsupervised learning
include clustering (grouping similar data), dimensionality reduction (simplifying data
without losing essential information), and association (finding rules that describe
relationships between variables).

Goal: The goal is to find hidden patterns or data groupings that can provide insights or
reveal underlying structures.

Output: The output is generally clusters or association rules, revealing insights such as
which items tend to be purchased together or which users exhibit similar behaviors.

Associated Algorithms: Some well-known unsupervised learning algorithms are K-
means, which groups similar items together, and DBSCAN, which identifies clusters
based on how closely packed the data points are. Another common algorithm is
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Principal Component Analysis (PCA), which simplifies data by reducing its dimensions
while keeping the most important information. Finally, the Apriori Algorithm is used
to find patterns and associations in data.

e Drawbacks: A key drawback is that human intervention is often required to interpret
the model's results and ensure they are meaningful. The output may also be inaccurate
or difficult to validate since there are no predefined labels to measure against.

e Expected Accuracy: The accuracy is generally lower compared to supervised learning
because there are no labelled examples to guide the learning process, and results often
require more subjective validation.

2.5 LULC Classification in (GEE)

GEE offers an extensive range of tools and functions for performing (LULC) classification,
supporting various methodologies like change detection, multi-year classification, and model
optimization. Below is a detailed look into the functions and techniques that can be applied
within GEE for LULC analysis (Table 4).

Table 4 Functions and techniques that can be applied within GEE for LULC analysis

Application in LULC Description
LULC Change e LULC change detection identifies how land cover types change
Detection over time (Cui et al., 2022).
eHelping  researchers  monitor  environmental  changes,
deforestation, urbanization, and agricultural expansion.
Malti Year LULC e Multi-year LULC classification refers to the process of classifying

Classification satellite imagery over several years to analyze trends and monitor
land use changes over time (Liu et al., 2020).

e This helps in understanding how land cover transitions occur
across different periods.

e Useful in research related to climate change, ecosystem services,

and land policy planning.

Class-wise LULC e Class-wise change detection focuses on tracking the changes in

change detection in  specific land cover classes within a single LULC map.

ONE layer e For example, it can help monitor how much forest has been
converted to agricultural land or how water bodies have changed
over time.

¢ This method allows for focused analysis of land cover changes
related to a specific class, which is tough for conservation, land
management, and agricultural planning (Dubertret et al., 2022).

Hyperparameter e Hyperparameter tuning is important for optimizing ML models,

Tuning for  and improving the accuracy of classification results in GEE

improving the  (Elgeldawi et al., 2021).

accuracy of your e Hyperparameters are configuration settings for ML models that

machine-learning
model

are not learned from the data but are set by the user (e.g., the
number of trees in a Random Forest) (llemobayo et al., 2024).
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Chapter 3.0: Tutorial (The process to make Landcover
classification Map in GEE)

3.1 Step 1: Selecting Your ROI (Region of Interest) in Google Earth Engine (GEE)
1. Open the GEE Platform

o Navigate to the GEE Code Editor by visiting:
https://code.earthengine.google.com/.

2. Go to the ""Assets™ Tab
o Inthe Code Editor interface, locate the Assets tab on the left-hand panel.

G () htips//code.earthengine.google.com o 0O T @ |« - D
[ Amazoncouk - Onli. Q Agoda [ McAfee Security
e e T O Canaore
Use print(. . .) to write 1o this console.
You haven't selected any Cloud Projects Starting November 13, 2024, all
yet Click "Add A Project” to access or Earth Engine access will -
upload assets. will be limiting guotas for
LEGACY ASSETS accounts without Cloud projects
~ users/mukesh66surya starting September 16, 2024.
i 1East_siang_boundry_WGS84 v
—ar D

St R ey g
3. Click on "NEW" to Upload a Shapefile

o Under the Assets tab, click the NEW button to upload your Region of Interest
(ROI) as a shapefile.
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o Adropdown menu will appear, select Shape files (.shp, .shx, .dbf, .prj, or .zip)
from the list of asset types.

C 7 hiips//code.earthengine.googie.com oY M = ® W ~— W
[ AmazoncoukgOnli.. Q Agoda [3 McAlee Security
Gocogdle Earth Engine Q. Search places and datasets om|mg
owserp TN TR TR T O | oo 2
1 Use print(...) to write to this console.
Image Upload
gee Starting November 13, 2024, all
Earth Engine access will
GeoTIFF (.tif, .tiff) or TFRecord (.tfrecord 44Son) require a Cloud project. We
will be limiting guotas for
Table Upload accounts without Cloud projects

starting September 16, 2024.

Shape files (.shp, .shx, .dbf, .prj, or .zip)

JO— ~— - ‘ nazanisan . oie g i X
imania (S0 3 N c F o Map satellite
i = s e et - N i
Image collection — = ,\ L Kyrgyzstan ra
e Turkiye -0 Turkmenistan "ffegt SR L
Folder | S gl LD China South Korea  JaPan
T A Afghanistan’ -
T Moroceo ATE § ) Iran / HEY, 4 _ No
— " Pakistan 75 Uix X T . East China Sea Poacc'
Alge ) ¢ ) y
Libya Egypt RJ Nl
Western 3 O SRS
Sahara | Saud Arabia By India Myanmar <~
o
4 | Oman L) L 7,
Meuritanie| o V7 . i L (B""}"i)} 2 Philippine Sea
Mger ) S volen N Thailand s
==, Burkina, —Ay ! ‘Sulf6f Aden Arablan Sda L, BwetBemal 0 O yjetnam  Philippines
Guinea - Fasor / . b Guifof.~
o3 ) A\ A Nigerla /" . Ethiopia Ki Thaitand
‘4, Ghana A 2 \ N Laccadive Sen o
) oy A .
Gulf of Guinea \{—/1 =5 e ~ Somalia Malaysia jv'"
/. _YK-'“"‘ g s
T ¥ Indonesia e e
Google Keyboard shortcuts . Map 2024 Google, INEGI | 1000 km s | Terms

4. Select Files from Your Folder

o You will be prompted to upload the shapefile. Choose the necessary files from
your local system. You may either upload individual files or a compressed .zip
folder containing the following file formats:

= Shapefile extensions allowed: .shp, .dbf, .prj, .shx, .zip
= Additional optional extensions: .cpg, .fix, .qix, .sbn, .shp.xml

C T Tiips//code carthengine googie.com o M = == - O

Q Agods [ McAfee S

urity
Upload a new shapefile asset

Source files
SELECT @ Open

€ “ IRC_1 > ES_shy B > earch E
Please drag and drop or select files for this asset = Sl =
Allowed extensions: shp, zip, dbf, prj, shx, cpg. fix, qix, sbn or shp.xml.
Organize * New folder
Asset ID B Windows (C)
users/mukesh66surya/ ~ Asset Name — okt "] Fast_siang_boundry.shp
0 Network ] Fast_siang_boundry.sbx

Properties
e [ East siang_boundry:sbn

Metadata properties about the asset which can be edited during asset |
and after ingestion. The “system:time_start” property is used as the prit
of the asset

] East_siang_boundry.prj

Add starttime  Addend time  Ad{

Advanced options
UTF-8 Qe

CANCE UPLOAD

5. Assign an Asset Name

o After selecting the files, give your asset a meaningful name (e.g.,
"EastSiang_ROI"). This will make it easier to reference the shapefile in your
analysis.

22



ICARNEH/PME-TU/Pub/2023/406

6. Click on "UPLOAD"

o Once you've named your asset and selected the necessary files, click the
UPLOAD button. Your files will be processed and added to your Earth Engine
assets.

7. Use the Uploaded Shapefile in Code

o After uploading, your shapefile will be available as an asset in your GEE
account. You can now use it in your code by referencing it like this:

@ Q (3 hitps//code arthengine google.com PN A 1) - b B - g
GO gle Earth Engine Q. Search places and datasets... 0
L ERRTTE Assets m Getlink v Save v Run v Reset v Apps Inspector Console REHS
v I . I sﬂpeLANUAﬁAI-U_ZU' 3m
m ¢ ADD APROJES Imoorts (1 entry) B 2 A
¢ ' b var ROI: Table users/mukeshéésurya/1East_siang_boundry WGS84

CLOUD ASSETS
You haven't selected any
Cloud Projects vet. Click "Add

USLNZAHUXLTKMCMRZBGQQBPP

Phase: Completed
Ia? H A labasiad AONA AL AN ‘

i

Map. centerObject(ROI, 16)

D:
Map.addLayer(ROI) ‘

This will allow you to use your custom Region of Interest (ROI) in further analysis and
processing within Google Earth Engine.

8. Centre the Map on the ROI and Set the Zoom Level
o Map.addLayer(ROI); This line of code adds your Region of Interest (ROI) as
a layer to the map.
o Map.centerObject(ROI, 10); This line centres the map view on the defined
ROI and sets the zoom level to 10.
o Click "Run".

3.2 Step 2: Choosing and Filtering Image Collection in Google Earth Engine (GEE)

In this step, you'll select a specific image collection (e.g., Landsat 8) and apply filters based on
your Region of Interest (ROI), date range, and cloud cover.

Steps to Filter Image Collection:
1. Define the Image Collection

o Use the Landsat 8 image collection for the analysis. The collection is referenced
as ee.ImageCollection(""LANDSAT/LC08/C02/T1_L2"), which provides
Level-2 Surface Reflectance data.

2. Filter by Region (ROI)

o Apply the filterBounds(ROI) function to limit the images to your selected
Region of Interest (ROI).

3. Filter by Cloud Cover

o Use filterMetadata('CLOUD_COVER','less_than', 5) to exclude images
with more than 5% cloud cover.

4. Filter by Date

o Set a date range for the imagery by using the filterDate("YYYY-MM-DD")
function to choose images from the year 2023.
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5. Take the Median Composite

o Use the .median() function to generate a median composite image, which

reduces noise from multiple images.

6. Clip the Image to ROI

o Clip the image to the boundaries of your ROI using .clip(ROI) to limit the data

to your area of interest.

7. Display the Image

o Finally, display the filtered image on the map using Map.addLayer(image).

o Click "Run"'.

o Display the Image on the Map with Visualization Parameters-

In this final step, you will display the filtered image on the map by selecting
specific RGB bands and setting the visualization parameters. Select RGB
Bands: For Landsat 8 imagery, the bands corresponding to Red, Green, and
Blue (RGB) are: Red (SR_B4), Green (SR_B3) and Blue (SR_B?2).

Set Visualization Parameters: Define the minimum and maximum values for
image stretching to adjust the contrast and brightness.

(@] (0 https//code.earthengine.google.com [ A ® -
[ Amazoncouk Onli. Q Agoda [3) McAfee Security
Google Earth Engine Q  LANDSAT/LCO/C02/T1_L2 P A g
eems I EI T T N G ] e G
: a Imports (1 entry) B a Useprint(...)
» var ROI: Table users/muke _bound to write to this
= 1 Map.addLayer(ROI) console.
[ 2
Y 3 Map.centerObject(ROI,10)
& a4
) 5| // Define the image collection: Landsat 8 Surface Reflectance
6
& i 7| var Landsat8 = ee.ImageCollection("LANDSAT,
] 8
- U 9 Filter the collection by Region of Interest (ROI), cloud cover, and date range
10
> 11 | var image = Landsat8. filterBounds(ROI) ilter to the ROI
& 12 f:lternetaoata( CLOUD_COVER', 'less ',5) (<5%)
& 13 .filterDate('2023-91-01" 3
B 14 .median() 77 Créata: armedian conposite
B 15 .clip(ROI) // Clip to ROI
16
b 17 | // Add the filtered image to the map|
B Y i 18| Map.addLayer(image)
4@ » i 19 | Map.centerObject(ROI) Center the map on the ROI Y
0 e ttop
Taliha P N Layer 2 visualization parameters
+ Aalo Bomjir 1band (Grayscale) @ 3 bands (RCB) Don( ™
Yomcha 1 Roing SRBS + SRB4 v SRB2 v | Walong
- Liromoba Range |
Tali Tirbin golng 8650 - 18530  Stretch:90% ~
Daporijo Basar s :
@ ke Opaci ® Gamma
Chapakhowa pacty }S_d dr
V. 1.00 100 NS2PEE09
= Sadiyalifess Alubari I 2
Ran Keyboafls = ms  feport a map error
Close

3.3 Step 3: Collecting Sample Points Using Geometry Import in GEE for Land Cover

Classification

In this step, you'll collect sample points for each land cover type by manually selecting features
such as points, lines, or polygons using the Geometry Import tool in Google Earth Engine.
You will then assign a class label (e.g., 1 for water, 2 for eroded land, etc.) to each feature.

Steps to Collect Sample Points:
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1. Open the Geometry Tool

o In the left-hand panel of the GEE Code Editor, locate the Geometry Tools at
the top left corner.

o Click on the Geometry Imports dropdown to start drawing your sample points
for different land cover types.

2. Draw Features (Points, Lines, or Polygons)

o Select a geometry type based on your requirement:

Point: For individual sample points.
Line: To mark linear features like roads or rivers.

Polygon: To draw areas representing land cover types like forests or
agricultural fields.

Rectangle: For rectangular areas.

o Click on the map to draw your points or shapes. After each feature is drawn, it
will appear in the geometry list on the left-hand panel.

3. Configure Geometry Properties

o After drawing a feature, configure the Geometry Import settings.

Name: Give each feature a descriptive name, such as water,
eroded_land, or dense_forest.

Import As: Choose FeatureCollection since you're collecting multiple
points or areas.

Property: Set a property named Class, which will store the land cover
class code.

Value: Assign a value to the property that corresponds to the land cover
class. For example:

« 1 for water/wetland
= 2 for eroded land
» 3 for dense forest

= And so on for the other categories.

4. Select the Colour for Each Class

o To visually distinguish between different land cover types, you can assign a
specific colour to each class. You will see an option to choose a colour for the
feature once you've drawn it on the map.

5. Click "OK" to Save
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o Once the geometry is configured with the appropriate class property, click OK
to save it as a feature collection.
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To classify the entire region based on multiple land cover types, you need to merge these
separate feature collections into one combined FeatureCollection. The merging process
ensures that all the sample points, representing different land cover categories, are grouped into
a single collection.

1.

Merging:

o The .merge() function is used to combine these individual collections into a single
FeatureCollection called merged_sample. The function appends the features of
one collection to another.
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o The water.merge(eroded_land) command first combines the water and eroded
land collections. Then .merge(dense_forest) and .merge(open_forest) are added
in sequence.

o Click "Run™.

2. Result:

o The resulting merged_sample contains all the features from the original feature
collections, each with the assigned Class property.

o This merged collection can now be used for further analysis, such as extracting
training data or running a classification algorithm.

3.5 Step 5: Creating a Training Dataset by Sampling Regions

In this step, we will create a training dataset by extracting the pixel values from selected
image bands for each point in the merged feature collection (representing various land cover
classes). This is done using the sampleRegions function in GEE.

Explanation of the Steps:
1. Selecting the Bands:

o We define the bands that we want to use for classification. In this case, we are
using the seven spectral bands from Landsat 8 (SR_B1 to SR_B7), which
capture information from different parts of the electromagnetic spectrum.

2. Sampling the Image:

o The sampleRegions() function is used to extract the pixel values for each band
at the locations of the sample points (in the sample feature collection). Each
sample point represents a specific land cover type, and the pixel values at that
location are extracted for the specified bands.

o The properties argument specifies which property (in this case, Class) contains
the land cover class for each point.

o The scale argument specifies the resolution at which to sample the image, which
is 30 meters for Landsat 8.

3. Training Dataset:

o The resulting training variable is a FeatureCollection where each feature
contains the pixel values for the selected bands as well as the corresponding
land cover class. This is your training dataset, which will be used for training a
machine learning classifier.
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Once you have the training dataset, you can use it to train a classifier such as the Random
Forest (RF) algorithm to classify all the images depending on the land cover classes. The
training dataset contains all the necessary information to train the model for each land cover
type based on their spectral characteristics.

3.6 Step 6: Randomly Splitting the Data and Create the classifier

In this step, we will create a Random Forest classifier and classify the image based on the
training data. We'll first divide the data into training and testing. 80% of the data is used for
training and 20% is used for testing and validation of the model. This ensures that the model's
performance is evaluated on data it has not seen during training.

Explanation of the Steps:
1. Randomly Splitting the Data:

o The randomColumn() function creates a column named ‘random’ with values
between 0 and 1, allowing us to split the data randomly.

o The trainSet includes features where the value of the ‘'random' column is
greater than 0.2, which represents 80% of the data.

o The testSet includes features where the value of the 'random’ column is less
than or equal to 0.2, which represents 20% of the data.

2. Creating the Classifier:

o The ee.Classifier.smileRandomForest(150) creates a Random Forest
classifier with 150 trees. This is a powerful and commonly used machine
learning algorithm for land cover classification.

o The train() function is used to train the model with the trainSet, specifying the
'Class' property as the target variable (land cover class) and the bands as the
input features (spectral bands).

3. Visualizing the Classified Image:
The classified image is displayed on the map, with each land cover class assigned a
different colour using the palette argument.

& G & https//code earthengine.google.com oMot % - ',b
D Amazon.couk - Onli.. O Agoda D McAfee Security
GO gle Earth Englne Q  Search places and datasets ‘A ;
L1410 Doc | ES_LULC2023 * Getlink v Save ~ Run v Reset v+ M Apps B
bl a 62 A
Em. 63 //Create the Classifier and Classify the Image
im. 64
hm. 65 // Step 1: Add a random column to the training dataset
b : i 66 var dataset = training.randomColumn() // Add a random column to split the dataset
67
v use.. 68 // Step 2: Split the dataset into 8% training and 20% testing sets
). i 69 var trainSet = dataset.filter(ee.Filter.gt('random',0.8)) /| 80% for training ‘
b i 70 var testSet = dataset.filter(ee.Filter.lte('random', 0.8)) // 20% for testing
n
RE. 72 /] Step 3: Create the Random Forest classifier with 150 trees
bl 73 // Create model to train the classifier and run the classification//
. 74
1H 75~ var model = ee.Classifier.smileRandomForest(150).train({
b 76 features:trainSet , /| Training set for the classifier
L. 77 classProperty: 'Class’, // The property that contains the land cover class
bl 178  inputProperties: bands}) /| The spectral bands used as inputs for the classifier
ki 1 7
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3.7 Step 7: Hyperparameter tuning (best number of decision tree)

Hyperparameter tuning involves finding the best values for the parameters that are not
learned from the data, such as the number of decision trees in a Random Forest classifier. The
goal is to improve the model's accuracy by selecting the optimal number of trees.

In this step, we will:
1. Test the classifier performance with different numbers of decision trees.
2. Evaluate the model’s accuracy for each value.
3. Choose the number of trees that results in the highest accuracy.
Explanation:
1. Creating the List of Tree Numbers:

o We use ee.List.sequence(10, 300, 20) to create a sequence of values ranging
from 10 to 300, incrementing by 20. These values represent the different
numbers of trees we will test in the Random Forest classifier.

2. Evaluating the Model:

o The function evaluateModel takes a number of trees as input, trains the
Random Forest classifier with that number, and classifies the test dataset.

o We use the errorMatrix function to calculate a confusion matrix and derive the
accuracy of the classifier for that specific number of trees.

3. Mapping Over Tree Numbers:

o The map function applies the evaluateModel function to each value in
numberTreeList, resulting in a list of accuracies for the different numbers of
trees.

4. Visualizing Accuracy vs. Number of Trees:

o The accuracy results are plotted using the ui.Chart.array.values function,
allowing you to visualize how the accuracy changes with the number of trees.

o You can then choose the number of trees that maximizes the accuracy.
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83 //Hyperperameter turning (best number of decision tree) a
84] // Create a list of different numbers of trees to test
i 85] var numberTreelList = ee.lList.sequence(1e , 300, 28)

87] // Train the classifier with the given number of trees
88F var accuracy = numberTreelist.map(function(numberTrees){

89 var classifier = ee.Classifier.smileRandomForest(numberTrees).train({ // The training dataset
EL) features:trainSet ,
91 classProperty: 'Class’, // The property that contains the land cover class
i 92 inputProperties:bands}) // The bands used to train the model
93|
94 l
95| return testSet
96 .classify(classifier) // Classify the test dataset
97| .errorMatrix('Class’, ‘classification") V/ Compute accuracy metrics: Confusion Matrix
i 98| .accuracy()
i 99

1ee] // Plot the accuracy vs number of trees to visualize
101} var chart = ui.Chart.array.values({
1e2| array:ee.Array(accuracy),
183 axis:e,
i 1e4] xLabels:numberTreeList })

185
i 106 print(chart)
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Final Step:

Once you've identified the number of trees that results in the highest accuracy, you can update
the classifier in your main model and Run.
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3.8 Step 8: Run the Classification and Visualize the Results
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In this step, we will classify the image using the trained Random Forest model and visualize

the results on the map.
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108 // Step 8: Run the classification using the trained model a
189
i 118 var LULC = image.select(bands).classify(model) // Use the final classifier created with the optimal number of trees
111
112 // Add the classified image layer to the map
113 '
114 - Map.addLayer(LULC , {
115 min: @ , // Minimum value for classification
116 max: 6 , // Maximum value for classification
i 117 palette:['blue’, 'white', 'green’, 'cyan','yellow', 'purple’,'red']}) // Color palette for different land cover types
118 v
210
* '
BRI \ Onawam DMum(EaI I
1% Geometry Imports 7 - Maj Satellite
o9 i eometrympor -SOUTH WISCONSING O MANENINOVASCOTIA P

1. Running the Classification:

o The classification is performed using the classify method on the selected

bands of the image.

o The model is used here, which was trained with the optimal number of trees

obtained from hyperparameter tuning.

2. Visualizing the Results:

o The classified (LULC) image is added to the map with specific visualization

parameters.

o Min and max values define the range of classification values to be visualized.

o The palette defines the colours assigned to different land cover classes, where:

= 0 could represent water (blue),

= 1 could represent eroded land (white),
= 2 could represent dense forest (green),
= 3 could represent open forest (cyan),

= 4 could represent agriculture (yellow),
= 5 could represent plantation (purple),
= 6 could represent built-up areas (red).

Final Visualization

Once you run this code, you should see the classified land use/land cover map overlaid on your
selected region of interest in Google Earth Engine. This visualization will help you know about

the spatial distribution of land cover types for the chosen study area.
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3.9 Step 9: Print confusion matrix for accuracy assessment

In this step, we will assess the efficiency of the Random Forest by estimating the confusion
matrix for both the training and testing data. This assessment helps us understand how well the
model performs in classifying land cover types.
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114 a
129 //9th step: Accuracy Assessment for the Random Forest Classification Model Console
121 // Get a confusion matrix and overall accuracy for the training sample.
123
123 var confusion_Matrix = ee.ConfusionMatrix(testSet.classify(model) P ;
124- .errorMatrix({ Training accuracy JS0N
129 actual:'Class’,
i 124 predicted: 'classification'})) 9.9979381443298968
12
124 J/ Print the confusion matrix
! i; print(confusion_Matrix) Validation error matrix I50N
133 // Calculate and print training accuracy : -
134 wvar trainAccuracy = model.confusionMatrix(); blist (7 elements) ISON
134 print('Training error matrix', trainAccuracy);
134 print('Training accuracy', trainAccuracy.accuracy());
134 . . i
13d //classify the testing sample for validation and accuracy assessment Validation accuracy JSON
134 wvar validation = testSet.classify(model); 8
134 wvar validationAccuracy = validation.errorMatrix(’Class’, ‘classification'); 8.5459152616546813
134
14¢ // Print the validation error matrix and accuracy
14 print('validation error matrix', validationAccuracy); : s
143 print('validation accuracy’, validaticnAccuracy.accuracy()); confus:.nn_matr‘lx.a:curacy 50N
b ©.8459152016546019
149 // Print various accuracy metrics from the confusion matrix
i 144 print(’confusion_matrix.accuracy’, confusion_Matrix.accuracy())
i 14 print(’'confusion_matrix.kappa', confusion_Matrix.kappa()) : s
i 149 print('confusicn_matrix.consumersAccuracy', confusion_Matrix.producersAccuracy()) confu510n7matr'1x.kappa JS0N
i 149 print(’confusion_matrix.producersiccuracy’, confusion Matrix.consumersiccuracy())
3 - R ©.8138519656187821

Explanation of Each Step:
1. Confusion Matrix for the Test Dataset:

o The confusion matrix is created using errorMatrix() by comparing the actual
land cover classes (actual: 'Class') to the predicted classes (predicted:
‘classification”).

o The confusion matrix provides insight into the classification performance,
showing how many instances were correctly or incorrectly classified for each
class.

2. Printing the Confusion Matrix:
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o The confusion matrix is printed to the console for examination, allowing you to
see the true positives, false positives, true negatives, and false negatives for each
class.

3. Training Accuracy Calculation:

o The confusion matrix for the training dataset is obtained using
model.confusionMatrix().

o The training accuracy is  calculated  and printed using
trainAccuracy.accuracy(). This gives you an idea of how well the model fits
the training data.

4. Classifying the Testing Sample:

o The test dataset is classified again to validate the model's performance on
unseen data. This is essential to evaluate the model's generalizability.

5. Validation Accuracy Assessment:

o A confusion matrix is generated for the validation data using
validation.errorMatrix().

o The validation accuracy is printed, which indicates how well the model
performs on the testing dataset.

6. Additional Accuracy Metrics:

o Overall Accuracy: This metric reflects the percentage of correct predictions
from the confusion matrix (confusionMatrix.accuracy()).

o Kappa Coefficient: This metric assesses the accuracy between predicted and
the actual classifications, adjusting for the agreement that could occur by chance
(confusionMatrix.kappa)).

o Producers Accuracy: This indicates the quantity of actual positive instances
correctly identified for each class. It answers the question: "Of all the actual
classes, how many did we predict correctly?"
(confusionMatrix.producersAccuracy()).

o Consumers Accuracy: This indicates the proportion of predicted positive
instances that were correctly classified. It answers the question: "Of all the
predicted classes, how many were actually correct?"
(confusionMatrix.consumersAccuracy()).

3.10 Step 10: Calculating Area for Each Class Using the Chart Method

In this step, we will estimate the area of each land cover class using the
ui.Chart.image.byClass() method in Google Earth Engine (GEE). This method allows us to
visualize the area distribution of different land cover classes within the region of interest (ROI).

Explanation of Each Step:
1. Creating an Image of Pixel Areas:

o ee.Image.pixelArea(): This function generates an image where each pixel's
value represents the area of that pixel in square meters.
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o .multiply(1e-4): The pixel area is multiplied by 1x10* to convert square meters
to hectares, since 1 ha=10,000 m?.

o .addBands(LULC.rename('classification")): The classified (LULC) image is
added as a new band named ‘classification’. This allows us to link the pixel area
values with their corresponding land cover classes.

2. Setting Class Band:

o classBand: ‘classification’: This specifies which band in the image contains the
class labels for each pixel. In this case, it's the band we added earlier, which
contains the classified values for each land cover type.

3. Defining the Region of Interest:

o region: ROI: The area over which the calculation will be performed is defined
by the variable ROI, which represents the region of interest specified earlier in
the workflow.

4. Using the Sum Reducer:

o reducer: ee.Reducer.sum(): The sum reducer is applied to estimate the total
area for each land cover class. This will sum the pixel area values corresponding
to each class within the ROI.

5. Setting the Scale:

o scale: 30: This parameter sets the scale at which to perform the calculations.
For Landsat 8 imagery, a scale of 30 meters is appropriate, as it matches the
pixel resolution of the data.

6. Defining Class Labels:

o classLabels: A list of strings representing the names of the land cover classes.
This helps in labelling the chart axes and interpreting the results.

7. Configuring Chart Options:

o setOptions({ ... }): This method allows customization of the chart's appearance.
The title of the chart, axis titles, and colour scheme are set to make the chart
more informative and visually appealing.

8. Printing the Area Chart:

o Finally, print(area): This command outputs the area chart to the console in
GEE, allowing you to visualize the area distribution of each land cover class.
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3.11 Step 11: Export Image and Create Legend in Google Earth Engine

Part 1: Exporting the Classified Image

The Export.image.toDrive() function is used to export the classified image (LULC) to Google
Drive for downloading and further use.

Explanation:

1.
2.

image: LULC: Specifies the classified image that you want to export.

description: 'LULC_2023_ES": The name of the file when it is exported to Google
Drive.

folder: "LULC_folder': The folder in Google Drive where the image will be saved.
You can change the folder name or leave it blank to export directly to the main drive.

region: ROI: The region of interest is defined earlier and specifies the boundary for
the export.

scale: 30: The spatial resolution for export, set to 30 meters for Landsat 8 data.

maxPixels: 1el13: Sets the maximum number of pixels that can be exported (a large
number to accommodate a large dataset).

Part 2: Creating a Legend for the Map

You can add a legend to your map to visually represent the LULC classes with colors.

1. Creating the Legend Panel:

position: 'bottom-left": Positions the legend panel at the bottom-left of the map.
padding: '8px 15px": Adds some spacing around the content inside the legend panel.

2. Creating the Legend Title:

The title of the legend, ""LULC_2023", is created with styling to make it bold and

larger.

3. Adding the Title to the Legend Panel:

4. Creating Rows for Each Class in the Legend:

o makeRow(): A function that creates a row with a colored box and a
description (land cover type name).

o colorBox: A label representing the color of each land cover type.

o description: A label representing the name of the land cover type.
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o ui.Panel.Layout.Flow(*horizontal®): Ensures that the color box and label are
placed next to each other in a row.

5. Defining the Colours and Labels for the Legend:

o palette: Defines the colours for each land cover class.
o names: Defines the names of each land cover class.

6. Adding Rows for Each Land Cover Class:

A loop iterates through each class, adding a row (colour + name) for each land cover
category.

7. Adding the Legend to the Map:

This line adds the legend panel to the Google Earth Engine map interface.

« C ) https.//code.earthengine.google.com iy m =
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171 //Export Image and Create Legend in Google Earth Engine &
172 ~ Export.image.toDrive({

173 image:LULC, // The classified land use/land cover (LULC) image

174 description: 'LULC_20 // Description of the exported file

175 folder: ' LULC_ / Folder on Google Drive where the file will be saved

176 region:ROI, // Region of Interest ( for the export
177 scale:30, // Scale of the expol eters for Landsat 8 resolution
i 178 maxPixels: 1e13 }) // Maximum number of pixels to export

179
180 // Creating the Legend Panel
181 - var legend = ui.Panel({
182+ style: {

183 position: 'bottom-left’, // Position of the legend on the map (bottom-left)
184 padding: '8px 15px’ // Padding around the legend for spacing

185 }

186 });

187

188 // Create legend title

189 - var legendTitle = ui.label({

190 value: 'LULC_2023', // Title text of the legend

191~  style: {

192 fontWeight: 'bold’, // Bold font for the title

193 fontSize: '18px’', // Font size
194 margin: '@ @ 4px o', / i

195 padding: ‘@’ // No extra padding inside the title

196 ¥

197 1});

198

199 // Add the title to the panel

2060 legend.add(legendTitle); // Adds the title to the legend panel

201

202 // Creates and styles 1 row of the legend.

263 ~ var makeRow = function(color, name) {

204

205 // Create the label that is actually the colored box v
206 - var colorBox = ui.Label({

207 - style: {

208 backgroundColor: '#' + color, // Background color for the box

209 // Use padding to give the box height and width.

210 padding: '8Spx’, // Padding fo ze of the color box

211 margin: '@ @ 4px @' / Margin below the color box for spacing
212 b

213 s

214

215 // Create the label filled with the description text

216 ~ var description = ui.Label({

217 value: name, // Label text (land cover type name)
218 style: {margin: '@ @ 4px 6px'} // Spacing for label

219 s

220

221 // return the panel

222~ return ui.Panel({

223 widgets: [colorBox, description], // Adds the color box and label as a row
224 layout: ui.Panel.Layout.Flow( horizontal') // Aligns the box and text horizontally
225 12N

226 };

227

228 // Palette with the colors

229 var palette =['175bdé', 'f2ffe8', '079257' , '89Ff96' , 'fff662', 'clSebd’,'ef2619'];

230

231  // name of the legend

232  var names = ['Water/Wetland' , 'Eroded land' , 'Dense Forest' , 'Open Forest', 'Agriculture' , ' Plantation', 'Buildup'l;
233

234 // Add color and and names

235~ for (var i = ©; i < 7; i++) {

236 legend.add(makeRow(palette[i], names[i]));} // Adds each row to the legend

237

238 // add legend to map (alternatively you can also print the legend to the console)

239 Map.add(legend); // Adds the complete legend to the map v

Part 3: To export an image from GEE to Google Drive, follow these steps:
1. Go to the "Tasks" Tab:

o Inthe top-right corner of the GEE code editor, you'll see a tab labelled "Tasks" next to
the Console, Inspector, and Layers tabs.

2. Run the Unsubmitted Task:
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o

o

Once you've defined your Export.image.toDrive() function in the script, it creates a
task.

Go to the "Tasks" tab, where you will see your unsubmitted export task.

Click on "Run" next to the task.

3. Fill in the Export Details:

A dialog box will appear. Here you can fill in the necessary export details:

O

o

o

o

Task Name: Enter a descriptive name for the task (e.g., LULC_Export).

Coordinate Reference System (CRS): This refers to the projection system in which
you want the exported image. For example, you can use EPSG:4326 for geographic
coordinates or EPSG:32643 for UTM Zone 43N (customize according to your project
needs).

Scale: This is the spatial resolution of the exported image. For Landsat 8, a common
scale is 30 meters.

Drive Folder Name: Select or create a folder in your Google Drive where you want
the image to be saved (e.g., LULC_folder).

Filename: Choose a name for the exported image file (e.g., LULC 2023 ES).
File Format: Choose the file format for the export, typically GeoTIFF (.tif).

4. Click "Run"":

o

After entering all the required information, click the "Run™ button.

5. Download the Image:

o

o

o

The export process will start, and it may take some time that depends on the image size.

Once the export is complete, the file will be available in your Google Drive under the
folder name you specified.

You can now download the image from your Drive folder to your local machine.

By following these steps, you will initiate the export process and can later download the
classified LULC image from your Google Drive.

B ndvi

& modis_ws2022 28 8e% d d to mode 1 20% used to fost my nodel- domly Search el multiple
a1 tkmrhTL“—.wu\’?
~ users/mukesh66surya/Jhoom_Lepa... 42 // 8% for train my model
V IRC_2023 = ) ) ) UNSUBMITTED TASKS
= 44 // 2% for checking the model / validation / testing this model
W ES_LULC2023 a5 M LULC_2023_ES
BES_LULC 2013 46

Go gle Earth Engine Q,  Search places and datasets. ;
e EN S— T T ] I —

W modis_ndvi&chart a 38  //split the training sample ning and testing or valida t dat.
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Task: Initiate image export

Task name (no spaces) *

LULC_2023_ES

Coordinate Reference System (CRS)

EPSG:3857

CLOUD STORAGE EE ASSET

Filename *

LULC_2023_ES

File format *
GEO_TIFF -
v

CANCEL RUN
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